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Abstract

Formal language and scientific education methods have traditionally focused

on visual and auditory sensory feedback to learners. The main issue of these

approaches is how to encourage learners to participate actively in the learning

process. Recently, multimodal sensory feedback including haptics has shown

new opportunities to provide entirely different learning experiences. This re-

search is in line with this recent research thrust aiming at learning improve-

ment in scientific English for elementary students by using haptic feedback. We

propose a scientific English education system utilizing a spoken dialogue tech-

nology and haptic force feedback rendering algorithms to teach physics phe-

nomena. The system allows students to study in four science-related scenarios

including a gravity game, a texture exploration scenario, a solar system and a

kite simulation. In addition, we utilize 3-DOF and voxel-based 6-DOF haptic

rendering algorithms to provide force feedback and torque feedback in these

scenarios to learners to improve the realism of virtual environments. As a re-

sult, students can better understand and remember the related physics when

the education involves movement and touch.





Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Haptic Rendering 4

2.1 Haptic Rendering Method . . . . . . . . . . . . . . . . . . . . . . . 4

2.2 Voxel Sampling Method for 6-DOF Haptic Rendering . . . . . . . 7

2.2.1 Collision Detection . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.2 Collision Response . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.3 Rigid Body Dynamics . . . . . . . . . . . . . . . . . . . . . . 13

2.2.4 Virtual Coupling . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 Implementation in CHAI3D . . . . . . . . . . . . . . . . . . . . . . 19

3 Integration of Haptic Rendering Algorithms into Scientific En-

glish Education System 23

3.1 Scientific English Education System . . . . . . . . . . . . . . . . . 23

3.2 Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4 Implementation 27

i



CONTENTS ii

4.1 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.2 Haptic-enabled Gravity Game . . . . . . . . . . . . . . . . . . . . . 28

4.2.1 Goal and Design . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2.2 Implementation and Results . . . . . . . . . . . . . . . . . . 29

4.3 Haptic-enabled Texture Exploration Scenario . . . . . . . . . . . . 30

4.3.1 Goal and Design . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.3.2 Implementation and Results . . . . . . . . . . . . . . . . . . 31

4.4 Haptic-enabled Solar System . . . . . . . . . . . . . . . . . . . . . 33

4.4.1 Goal and Design . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.4.2 Implementation and Results . . . . . . . . . . . . . . . . . . 33

4.5 Haptic-enabled Kite Simulation . . . . . . . . . . . . . . . . . . . . 35

4.5.1 Goal and Design . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.5.2 Implementation and Results . . . . . . . . . . . . . . . . . . 36

4.6 Maze Park Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5 Discussion 40

6 Conclusion 41

Bibliography 43

감사의글 47

PUBLICATIONS 49



List of Figures

1.1 Scientific English Education System . . . . . . . . . . . . . . . . . 2

2.1 Illustration of 3-DOF God-object method. . . . . . . . . . . . . . . 5

2.2 Illustration of virtual proxy method. . . . . . . . . . . . . . . . . . 5

2.3 Direct haptic rendering archituctre . . . . . . . . . . . . . . . . . . 6

2.4 Simulation-based haptic rendering pipeline using virtual coupling 7

2.5 Surface voxels of a virtual gear model. Blue points represents

surface voxels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.6 Interior voxels of a virtual gear model. Red points represents

interior voxels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.7 Voxel tree data structure: 512-tree of a virtual gear model. . . . . 10

2.8 Pointshell representation of a virtual end-effector model. Blue

dots represents the position of pointshells. Small red lines from

blue points represents the inward surface normal vectors. . . . . 11

2.9 Tagent Plane force model for a Point. . . . . . . . . . . . . . . . . . 12

2.10 A rigid block subject to an interaction force and torque . . . . . . 15

2.11 Virtual coupling integration scheme . . . . . . . . . . . . . . . . . 18

2.12 Six-DOF haptic rendering test case of a bunny model. . . . . . . . 19

iii



LIST OF FIGURES iv

2.13 Six-DOF haptic rendering test case between a gear model and the

virtual haptic tool. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.14 A flow of an test case implementation in CHAI3D. . . . . . . . . . 22

3.1 Science room scenarios . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2 Screenshot of virtual science room. . . . . . . . . . . . . . . . . . . 25

3.3 Interprocess communication channels . . . . . . . . . . . . . . . . 25

4.1 Barret WAM arm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2 Six-DOF haptic rendering using WAM arm . . . . . . . . . . . . . 29

4.3 Haptic-enabled Gravity Game. . . . . . . . . . . . . . . . . . . . . 30

4.4 Haptic-enabled Texture Exploration Scenario. . . . . . . . . . . . 32

4.5 Illustration of texture rendering algorithm. . . . . . . . . . . . . . 32

4.6 Illustration of torque on a sphere by an interaction force . . . . . 34

4.7 Haptic-enabled Solar System. . . . . . . . . . . . . . . . . . . . . . 35

4.8 Archimedes experiment scenario. . . . . . . . . . . . . . . . . . . . 35

4.9 Illustration of forces on a kite. The center of pressure is abbrevi-

ated as CP. The center of gravity is abbreviated as CG. . . . . . . 37

4.10 Modelling a control line as a spring damper system. . . . . . . . . 38

4.11 Haptic-enabled kite simulation using WAM arm device. . . . . . . 39

4.12 Illustration of maze park for a quiz game. . . . . . . . . . . . . . . 39



List of Tables

2.1 Average haptic update frequency. . . . . . . . . . . . . . . . . . . . 20

v



Chapter 1
Introduction

1.1 Motivation

The concurrent use of English as a global language has brought increased in-

terests in English education. Governments have invested huge expenses to

provide more effective English education [20]. Many computer-aided English

education systems have been proposed by recognizing utterances and provid-

ing educational feedback [14, 17, 23]. However, these systems can only take

advantage of two sensory channels (visual and auditory) to convey information

to learners. Therefore, a medium for interactive learning is necessary. Haptic

feedback can provide more immersive and interactive environments to users by

directly delivering innate tactual feedback to a user’s body. Several researchers

employed haptic feedback to develop scientific education systems [11, 12, 26].

In these systems, visual and aural information is augmented or replaced with

haptic information. Hamza-Lup et al. [12] allowed students to interact with

physics experiments that demonstrate static and kinetic friction. In chemistry

education, haptic devices create virtual models of molecules that students can

manipulate [26]. In this way, students can develop a deeper understanding of

abstract concepts.

Inspired by the previous studies, we utilized multimodal sensory feedback

1



1.2. ORGANIZATION 2

Figure 1.1: Scientific English Education System

including haptic feedback for our scientific English education system (as illus-

trated in Figure 1.1). Our system integrates a spoken dialogue system, graph-

ical rendering and force feedback rendering to provide an active, intuitive and

immersive learning enviroment to elementary students. The system allows

students to study physics and English simultaneously in four haptic-enabled

scenarios that are, a gravity game, a texture exploration scenario, a solar sys-

tem and a kite simulation. In addition, a quiz game is designed to test the

understanding of students.

1.2 Organization

This thesis structures as follows: the haptic force feedback rendering back-

grounds are presented in Chapter 2. Integration of haptic rendering algorithms

into a scientific English education is detailed in Chapter 3. the design and im-

plementation of the four haptic-enabled scientific scenarios including gravity

game, texture exploration scenario, a solar system and a kite simulation as well
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as a quiz game are illustrated in Chapter 4. In Chapter 5, discussion about the

developed system is provided, followed by conclusions in Chapter 6.



Chapter 2
Haptic Rendering

This chapter describes the background for 3-DOF and 6-DOF haptic rendering

algorithms. First, Section 2.1 discusses the concept of 3-DOF and 6-DOF hap-

tic rendering algorithms and related work. Then, section 2.2 provides details

about a voxel sampling algorithm that is adopted in our 6-DOF haptic render-

ing implementation.

2.1 Haptic Rendering Method

Haptic rendering is the process of generating force and torque feedback from

the interaction of haptic devices with virtual objects. In 3-DOF haptic render-

ing, a haptic tool is represented as a point interacting with virtual environment.

Zilles et al. [28] proposed a God-object method to estimate a force vector to be

exerted on the user. The term haptic interface point (HIP) is used to describe

the position of the haptic device end-effector. In contrast, the term god-object

is used to describe a proxy point that is not able to penetrate into polygonal

models. Then, an energy minimization function is used to find the new best po-

sition of the god-object. Lastly, the resulting force is calculated by applying an

ideal mass-less spring system between the god-object and HIP (as illustrated

in Figure 2.1).

4
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Figure 2.1: Illustration of 3-DOF God-object method.

Figure 2.2: Illustration of virtual proxy method.

A drawback of god-object algorithm is that the user may get stuck inside a

mesh when the polygonal models have small gaps. Ruspini et al. [25] proposed

a virtual proxy method to overcome the limitation by representing of the gob-

object as a sphere with a small radius (as illustrated in Figure 2.2).

However, many virtual scenarios require 6-DOF haptic rendering algorithms

for interaction between more complicated objects. For example, in a haptic-

enabled medical training task, the operator uses a scissor and a needle to in-

teract with organs of virtual patients. These tools generate various types of

haptic responses via force and torque feedback. Several 6-DOF haptic render-

ing approaches have been proposed ranging from direct rendering [10, 18] to

simulation-based rendering [24, 22, 21].

In direct rendering method, the position and orientation of the haptic tool in

a virtual environment is the same as the actual position and orientation of the

haptic device (as illustrated in Figure 2.3). The force and torque are calculated



2.2. HAPTIC RENDERING METHOD 6

Figure 2.3: Direct haptic rendering archituctre

to prevent penetration of the haptic tool into a virtual object. The advantage

of direct rendering methods is that they are purely geometric. However, the

drawback is the mechanical instability.

In contrast, many research groups have proposed different approaches based

on simulations to generate more stable force and torque feedback by applying a

virtual coupling method. In addition, the object penetration depth is typically

much smaller than for direct rendering. Otaduy et al. [22] presented a stable

6-DOF haptic rendering method of complex polygonal models (ten thousands of

triangles) using virtual coupling. Ortega et al. [21] extended the 3-DOF God-

object method to 6-DOF using a constraint-based approach. This method pre-

vents interpenetration and generates realistic and stable force feedback. Mc-

Neely et al. [15] proposed a voxel sampling method to represent the haptic tool

and the virtual environment as different representations instead of polygonal

models. This method is also extended for geometrically complex reduced de-

formable models [8]. Our 6-DOF haptic rendering follows the voxel sampling

approach. Figure 2.4 shows the simulation-based haptic rendering pipeline

using virtual coupling.
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Figure 2.4: Simulation-based haptic rendering pipeline using virtual coupling

2.2 Voxel Sampling for 6-DOF Haptic Rendering

To the best of our knowledge, the voxel sampling method was one of the first

6-DOF haptic rendering methods applicable to commercial purposes. The main

idea of the method is to represent the virtual haptic tool and the virtual envi-

ronment as a set of surface points and voxels, respectively. This method is not

geometrically accurate but its implementation is not excessively complex and

can achieve a reasonably high haptic update rate. The voxel sampling method

can consists of collision detection, collision response, virtual coupling and rigid

body dynamics as illustrated in Figure 2.4.

2.2.1 Collision Detection

This section outlines the creation and usage of voxel-based representations of

the virtual haptic tool and objects in a virtual environment. Thus, data struc-

ture generation is the first important initialization step. Then, the usage of

these voxel-based structures to determine pairs of a colliding point and a col-

liding voxel is illustrated.

Voxel-based Data Structures

All objects in the virtual environment are voxelized to surface voxels and inte-

rior voxels. A voxel is defined as a 3D regular cube with a voxel size s. The voxel

size determines the accuracy of the voxel-based representation. The smaller the
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value of voxel size, the greater the voxel-based representation accuracy. How-

ever, as the number of voxels increases dramatically, the performance of the

collision detection module decreases rapidly. To voxelize the objects in the vir-

tual environment, we can use a flood fill algorithm. From a starting voxel (for

example the center of mass of the object), the flood fill algorithm uses a queue

or a stack to store the six axis-aligned neighbor voxels of the starting voxel.

Then, a line between the starting voxel and a neighbor voxel is set up to deter-

mine whether the neighbor voxel is surface voxel or interior voxel by checking

intersection with the object mesh. If there is an intersection between the line

and the triangles of the mesh object, the neighbor voxel is marked as a surface

voxel. Otherwise, it can be marked as an interior voxel. Then, the interior

voxel is inserted to a queue to process its neighbors in the next step. Figure 2.5

and 2.6 illustrate the surface voxels and interior voxels found by the voxeliza-

tion process. Then, these voxels are stored in a hierarchical data structure for

memory efficiency. McNeely et al. [15] used a 3-level hierarchy based on a 512-

tree, where leaf nodes are voxels. The voxel tree consists of axis-aligned cubical

volumes in the local object frame. In our implementation, the leaf node has a

number of voxels. Figure 2.7 demonstrates the voxel tree for a gear model.

In contrast, the virtual haptic tool is represented by a set of points known as

pointshell with an inward pointing surface normal vector for each point. In our

implementation, generating pointshell is done by using the center position of

surface voxels for positions of points and using inward pointing normal vectors

at pointshell position. An example is given in Figure 2.8. Then, the next step

is how to detect intersection between voxel-based representations of the virtual

haptic tool and objects in the virtual environment.

Pointshell vs Voxel Tree

McNeely et al. [16] illustrated their approach for collision detection between

moving objects and a dynamic virtual tool. In our implementation, determining
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Figure 2.5: Surface voxels of a virtual gear model. Blue points represents sur-
face voxels.

Figure 2.6: Interior voxels of a virtual gear model. Red points represents inte-
rior voxels.
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Figure 2.7: Voxel tree data structure: 512-tree of a virtual gear model.

intersection is done as follows. At every haptic cycle, all points in the pointshell

are traversed linearly (point by point) to determine the contact between voxel

tree and the pointshell. The positions and normal vectors of points are trans-

formed from the local frame of the virtual haptic tool into the world frame. Sec-

ondly, an additional transformation of these values into the coordinate frame

of the voxelized objects is done. Then, the position value is used to search the

leaf node in the voxel tree recursively. Lastly, the voxels in the leaf node are

used to determine an intersection pair of a colliding point and a colliding voxel.

The great advantage of this scheme is that collision between moving objects can

also be detected. However, as the number of points in the point set increases,

the update rate can decrease very rapidly.

2.2.2 Collision Response

The goal of collision response is to calculate a contact force and a contact torque

using a list of point-voxel intersections. For that McNeely et al. [15] used a tan-
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Figure 2.8: Pointshell representation of a virtual end-effector model. Blue dots
represents the position of pointshells. Small red lines from blue points repre-
sents the inward surface normal vectors.

gent plane defined at the center position of the colliding voxel, p and an inward

pointing surface normal vector of the colliding point, n. Then, the tangent plane

force model calculates a contribution force Fp by applying an virtual spring be-

tween the colliding point and the tangent plane. The contribution force Fp is

defined as:
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Figure 2.9: Tagent Plane force model for a Point.

Fp = −ksd = −ks(n · (p− c)) (2.1)

where ks is the stiffness of the spring and p is the position of the colliding

pointshell. Figure 2.9 illustrates the tangent plane force model. The contri-

bution force also results in a contribution torque τp on the virtual haptic tool ,

which is defined as:

τp = (p− x)× Fp (2.2)

where x is the position of the center of mass of the virtual haptic tool. Thus,

the total contact force and the total contact torque from all the intersection

pairs are the sum of all contribution forces and contribution torques, respec-

tively.

{
Ftotal =

∑
Fp

τtotal =
∑

τp
(2.3)

A great benefit of this force model is simplicity. However, in the case that

a large number of pointshell points collides with voxels, the total force F may

exceed the maximum force that can be exerted by the haptic device. McNeely et

al. [15] proposed an averaging method to limit the total force when exceeding
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a certain number of contacts (typically 10). Following this method, the total

contact force applied to the virtual haptic tool is defined as:{
Fnet = Ftotal if n < 10
Fnet =

Ftotal
n
10

if n ≥ 10
(2.4)

where n is the number of colliding points. In our work, we averaged the

contact force for more than 70 colliding points.

2.2.3 Rigid Body Dynamics

This section describes the dynamics simulation of the virtual haptic tool us-

ing rigid body simulation. A rigid body is regarded as an object with a three-

dimensional shape and a non-zero volume, and is assumed that it does not

change its shape. At a particular time, the state of a rigid body is determined

by four quantities: the position of its center of mass x(t), its orientation q(t),

its linear velocity v(t), and its angular velocity ω(t). Each of these quantities

can be represented as a three-dimensional vector, except the orientation that

uses a quaternion. In addition, the mass m and the moment of inertia I of

the rigid body need be known. Then, under interaction of forces and torques, a

new state of the rigid object in the next time should be determined by solving

Newton-Euler equations of motion numerically.

Newton-Euler Equation of Motion

The most common way to describe the motion of a rigid body is to use Newton-

Euler equations of motion. Derivations for the Newton-Euler equations of mo-

tion can be found in [7].

F =
dp

dt
=

d(mv)

dt
= m

dv

dt
= ma,

τ =
dL

dt
=

d

dt
(Iω) = I

dω

dt
= Iα

(2.5)
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where a and α are the linear and angular acceleration of the rigid body, re-

spectively.

Numerical Methods

Let Y(t) represent the state vector of a rigid body at the time step t. The state

vector Y(t) is as follows:

Y(t) =


x(t)
q(t)
p(t)
L(t)

 (2.6)

where p(t) and L(t) are the linear and angular momentum, respectively.

The Newton-Euler equations of motion can be rewritten in the form of the

time derivative of the state vector as follows:

d

dt
Y(t) =

d

dt


x(t)
q(t)
p(t)
L(t)

 =


v(t)

1
2 [0, ω]q(t)

F(t)
τ(t)

 (2.7)

To solve the Newton-Euler equations of motion, several numerical methods

are used to estimate the state vector in the next time step Y(t+∆t), given the

state vector at the current time step Y(t), the total interaction force F and the

total interaction torque τ (see Figure 2.10).

(F, τ,Y(t)) → Y(t+∆t) (2.8)

Explicit Integration Algorithm One method to compute Y(t + ∆t) is to use ex-

plicit numerical integration algorithm. First, we look at the first-order Taylor

expansion for Y(t) around t:

Y(t+∆t) = Y(t) + ∆tẎ(t) +O(∆t2) (2.9)
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Figure 2.10: A rigid block subject to an interaction force and torque

The state vector in the next time step can be approximated from its time deriva-

tive Ẏ(t) up to the order of precision of O(∆t)2. The numerical algorithm [9] to

compute the next state vector is as follows :

x(t+∆t) = x(t) + ∆tv(t) (2.10)

q(t+∆t) = q(t) + ∆t
1

2
[0, ω(t)]q(t) (2.11)

{
p(t+∆t) = p(t) + ∆tF

v(t+∆t) = p(t+∆t)
m

(2.12)

{
L(t+∆t) = L(t) + ∆tτ

ω(t+∆t) = I−1L(t+∆t)
(2.13)

The algorithm is easy to implement and fast to compute, but neither very

accurate or stable.

Implicit and Semi-Implicit Integration Algorithm Otaduy et al. [22] implemented

an implicit integration for 6-DOF haptic rendering. The implicit integration
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method can be defined as follows:

Y(t+∆t) = Y(t) +
d

dt
Y(t+∆t)∆t (2.14)

The main issue in this method is that the derivative term cannot be directly

evaluated. A set of algebraic equations need to be solved. Thus, in our imple-

mentation, we use a semi-implicit integration method with reasonably stable

simulation and less effort. The difference between the semi-implicit algorithm

and the explicit algorithm is the order of computations. In the semi-implicit

method, the new position and orientation are estimated using the new values

of linear and angular velocity.{
p(t+∆t) = p(t) + ∆tF

v(t+∆t) = p(t+∆t)
m

(2.15)

{
L(t+∆t) = L(t) + ∆tτ

ω(t+∆t) = I−1L(t+∆t)
(2.16)

Then, the new position and orientation are computed as:

x(t+∆t) = x(t) + ∆tv(t+∆t) (2.17)

q(t+∆t) = q(t) + ∆t
1

2
[0, ω(t+∆t)]q(t) (2.18)

Verlet Integration Algorithm In order to have a more accurate numerical method,

our implementation also uses the Verlet integration algorithm [27]. Let’s ex-

pand the two third-order Taylor expansions for the state vector Y(t) at t + ∆t

and t−∆t

Y(t+∆t) = Y(t) + ∆t
dY(t)

dt
+

∆t2

2

d2Y(t)

dt2
+

∆t3

6

d3Y(t)

dt3
+O(∆t4) (2.19)
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Y(t−∆t) = Y(t)−∆t
dY(t)

dt
+

∆t2

2

d2Y(t)

dt2
− ∆t3

6

d3Y(t)

dt3
+O(∆t4) (2.20)

Sum these equations together:

Y(t+∆t) +Y(t−∆t) = 2Y(t) + ∆t2
d2Y(t)

dt2
+O(∆t4) (2.21)

Y(t+∆t) = −Y(t−∆t) + 2Y(t) + ∆t2
d2Y(t)

dt2
+O(∆t4) (2.22)

An important advantage of this method is that its precision is proportional

to ∆t4. The position vector in the next time step is calculated as:

x(t+∆t) = −x(t−∆t) + 2x(t) + ∆t2
F(t)

m
(2.23)

The quaternion for the rigid body orientation is updated using a second-order

Taylor expansion.

q(t+∆t) = q(t) + ∆tq̇(t) +
∆t2

2
q̈(t) +O(∆t3) (2.24)

where q̇(t) and q̈(t) are the first and second time derivative of quaternion.

2.2.4 Virtual Coupling

This section describes how to integrate the virtual coupling scheme into 6-DOF

haptic rendering algorithm. The goal of virtual coupling is to stabilize force

and torque feedback by connecting a virtual haptic tool to the haptic device by

a spring-damper system that is composed of a linear spring-damper subsys-

tem and a rotational spring-damper subsystem. The virtual coupling force Fv

and torque τv of the spring-damper system can be described by the following

equations:

{
Fv = kl∆p− blv

τv = kr∆θ − brωr
(2.25)
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Figure 2.11: Virtual coupling integration scheme

where kl, bl, kr and br represents the linear stiffness and damping constants

and the rotational spring and damper, respectively. ∆p, v, ∆θ, and ω represents

the linear and angular displacement and velocity.

For the linear spring–damper system, if the damping ratio equals 1, the sys-

tem is critically damped.

ξl =
bl

2
√
mkl

= 1 ⇒ bl = 2
√
mkl (2.26)

Similarly, the rotational spring–damper constants should satisfy the condi-

tion for critically damped. Otherwise, the spring–damper system may be either

under-damped or over-damped. The benefit of virtual coupling is to enhance

the stability of the penalty-based method. Figure 2.11 illustrates how the vir-

tual coupling module is integrated into the 6-DOF haptic rendering algorithm.

The virtual haptic tool is under constraint of two interaction forces and torques

including the contact force and torque from collision response and the virtual

coupling force and torque. Then, the new position and orientation of the virtual

haptic tool are computed from the rigid body simulation module. The virtual

haptic tool should remain outside the surface voxels while the actual haptic

device may be penetrated into the surface and interior voxels.
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Figure 2.12: Six-DOF haptic rendering test case of a bunny model.

2.3 Implementation in CHAI3D

The voxel-based 6-DOF haptic rendering algorithm is implemented in CHAI3D,

a open source C++ API to supporting a variety of haptic devices [2], to render

force and torque feedback to a user. First, 3-D polygonal models are loaded

to a virtual environment. Then, these 3D models are voxelized to construct

voxel-based data structures. The main thread then uses a graphic thread and

a haptic thread with a minimal update frequency of 1000 Hz (as illustrated in

Figure 2.14). Several test cases of our implementation with a gear model and a

bunny model are illustrated in Figure 2.13 and 2.12. The wire-frame cylinder

represents the actual position and orientation of the WAM arm end-effector.

The cylinder model represents the position and orientation of the virtual haptic

tool. Although the haptic device penetrates into the gear model, the virtual

haptic tool remains outside the gear model.
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Figure 2.13: Six-DOF haptic rendering test case between a gear model and the
virtual haptic tool.

Table 2.1 Average haptic update frequency.

Number of points(voxelized resolution) depth = 1 depth = 2
No = 614 (20x20x20) 8.5kHz 15.0kHz
No = 1454(30x30x30) 5.1kHz 8.0kHz
No = 2489(40x40x40) 2.5kHz 4.4kHz
No = 7782(70x70x70) 1.0kHz 1.5kHz

Table 2.1 summarizes the average haptic update frequencies with different

number of points in a pointshell and different depths of the voxel tree in a test

case with a gear model. The gear polygonal model was voxelized at a resolution

of 80 × 80 × 80. In every haptic cycle, all points in the pointshell are analyzed

to determine collisions with the voxel tree. Thus, the haptic update frequency

depends on the number of points in the pointshell. In particular, as the number

of points in pointshells increases approximately twice, the update frequency
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decreases almost twice with the same 512-tree (depth = 2). In addition, the

haptic update rate also depends on the depth of the voxel tree. In the case of

tree depth = 1 and depth = 2, the update rates were significantly different. In

particular, the update rate of a voxel tree with depth = 2 was approximately 1.6

times faster than the haptic update rate of a voxel tree with depth = 1. The

main reason for this is that the number of voxels in a leaf node increases with a

small tree depth. Thus, a point in the pointshell should be checked for collision

with a larger number of voxels.
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Figure 2.14: A flow of an test case implementation in CHAI3D.



Chapter 3
Integration of Haptic Rendering
Algorithms into Scientific English
Education System

In this chapter, first, the scientific English education system is presented in

Section 3.1. Then, the integration of the haptic rendering algorithms described

in Chapter 2 into the scientific English education system is described in Section

3.2.

3.1 Scientific English Education System

Our scientific English education system is a part of a project called POSTECH

Immersive English Study (POMY) [19] that allows students to exercise their

English skills with visual, aural and tactual feedback. Learners can increase

their memory and concentration abilities to a greatest extent.

Our system consists of a spoken dialogue system and haptic rendering al-

gorithms to provide an interactive, intuitive and immersive learning environ-

ment. First, our system motivates learners to be interactive by recognizing

utterances and providing educational feedback with voice in specific mission-

23
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Figure 3.1: Science room scenarios

oriented scenarios. In addition, users would use a microphone to communicate

with the system to get more information about English and physics.

Unlike the conventional English education systems, the system leverages

force feedback technology to enable learners to interact with virtual objects

to understand the basic concepts regarding the gravity law, texture of objects,

force and torque of moving objects, and the solar system. A virtual science room

(as shown in Figure 3.2) is constructed with the purpose of navigating to the

four science-related scenarios. Detailed design and implementation of these

scenarios are presented in the Chapter 4. Lastly, to revise the understanding

of students, a maze park is designed for a quiz game. Figure 3.1 summarize

the scenarios available in our science room.

3.2 Integration

Our project relies on multiprocessing model to convey haptic feedback, and

graphics and audio rendering to students. The haptic rendering process is im-
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Figure 3.2: Screenshot of virtual science room.

Figure 3.3: Interprocess communication channels

plemented in CHAI3D. In contrast, a game engine, Unity3D, is used to render

virtual scenarios graphically. These processes communicate with each other

through interprocess communication channels called Named Pipes [3]. A named

pipe is a special kind of FIFO file on the local hard drive to allow two or more

processes to read from or write to. We use two named pipes to synchronize

graphics rendering and event handling between the CHAI3D process and a

process constructed from Unity3D. The first named pipe is to send the position

and orientation of the end-effector of our haptic device from CHAI3D to the

Unity3D-based process for graphic rendering purposes. The second one from
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Unity3D to CHAI3D is to send the controlling events e.g. switching scenarios.

Using two named pipes enabled our program to avoid communication conflicts.

These communication channels run at 60Hz. Figure 3.3 depicts the two com-

munication channels.



Chapter 4
Implementation

In this chapter, the design and implementation of the haptic-enabled scenarios

are provided.

4.1 Apparatus

The voxel-based 6DOF haptic rendering algorithm were implemented in CHAI3D.

The computer running our haptic rendering implementation was equipped with

a Intel Core-i7 3.4GHz CPU and 8 GB RAM. Then, the force feedback and

torque feedback were rendered using a 7-DOF WAM arm device [6] (as shown

in Figure 4.1) that is controlled by a Linux-based computer connected to the

haptic rendering computer via internet connection with a UDP protocol. The

position and orientation of the end-effector of the WAM arm are sent to our hap-

tic rendering computer. Then, the rendering force and torque are calculated to

be sent back to the WAM arm. Figure 4.2 shows the WAM arm working with a

CHAI3D application.

27
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Figure 4.1: Barret WAM arm.

4.2 Haptic-enabled Gravity Game

4.2.1 Goal and Design

The goal of this scenario is to enable elementary students to understand the

law of gravity in physics and to learn comparison sentences and superlatives

form in English. The main issue in this scenario is the explanation about force

for elementary students who do not have basic knowledge about vector. In this

game, a learner uses a haptic device to control a virtual bucket to catch the

falling objects such as a watermelon, an apple, a banana, and an egg. Thus,

the learner can perceive the gravitational force of these objects. In terms of En-

glish perspective, after the game, our system asks students to use comparison

sentences and superlatives. For example, if the system asks “What is the heav-

iest object?”, then a learner can answer “A watermelon is the heaviest object”.

Therefore, students can learn both English conversation and the law of gravity.



4.3. HAPTIC-ENABLED GRAVITY GAME 29

Figure 4.2: Six-DOF haptic rendering using WAM arm

4.2.2 Implementation and Results

In this scenario, our system uses 3-DOF haptic rendering to convey the force to

learners. A student can perceive a gravitational force:

F = m · g (4.1)

where g is the gravitational acceleration and m is the mass of an object.

For the purpose of distinguishing the weights of objects rather than realistic

rendering purpose, the weights of objects are exaggerated. For example, an

apple has a weight of 600mg that means 6N in gravity force or an egg has a

weight of 300mg that means 3N in gravity force. Thus, the student would be

able to discriminate the weights of these objects. Figure 4.3 illustrates the

3-DOF haptic rendering gravity game.
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Figure 4.3: Haptic-enabled Gravity Game.

4.3 Haptic-enabled Texture Exploration Scenario

4.3.1 Goal and Design

The goal of this scenario is to encourage learners to study adjectives and passive

voice sentences in English and to feel the texture properties of various mate-

rials. Learning English adjectives is not easy task for children in non-English

speaking countries. The main reason is that most adjectives are abstract terms.

Therefore, an intuitive way to learn these terms is to experience the same sit-

uations as native speakers. Our texture exploration scenario enables learners

to feel the textures of various materials such as metal, wood and rock using a

haptic interface. When students explores virtual objects, our system explains

verbally the characteristics of the material. Thus, learners would express the

perceived tactile sensation using appropriate adjectives, for example, “Metal is

hard and smooth”. Lastly, various objects are made of these material, can be in-

teracted by learners. Then, a student would understand how to make a passive

voice sentences such as “A spaceship is made of metal”. Figure 4.4 illustrates
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the texture exploration scenario.

4.3.2 Implementation and Results

In our implementation, we use an image-based haptic texturing method [13].

First, a texture field is constructed from 2-D image data including rock, wood

and metal image file. Then, we map these images onto 3-D polygonal object.

Then, the height value h for any point on the object surface can be obtained.

The gradient of the height field ∇h is computed using the central differences

approximation for partial derivatives as follows:

∂h

∂x
=

hx+ε − hx+ε

2ε
(4.2)

∂h

∂y
=

hy+ε − hy−ε

2ε
(4.3)

∂h

∂z
=

hz+ε − hz−ε

2ε
(4.4)

∇h =
∂h

∂x
î+

∂h

∂y
ĵ +

∂h

∂z
k̂ (4.5)

Once the local gradient is known, it is employed to perturb the surface nor-

mal vector at the collision point as follows:

M = N−∇h+ (∇hN)N (4.6)

Then, by using both the original surface normal N and the perturbed surface

normal M, we estimated the force feedback for image-based texture rendering

as follows:

F =

{
(d−Kh)N+KhM if d >= Kh

dM if d < Kh
(4.7)
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Figure 4.4: Haptic-enabled Texture Exploration Scenario.

Figure 4.5: Illustration of texture rendering algorithm.

where F represents the rendering force, d represents the penetration depth, K

represents a predefined-scalar that depends on the properties of texture. In

practice, for metal and rock, K should be set close to 2 and 1, respectively.

Figure 4.5 illustrates the texture rendering algorithm.
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4.4 Haptic-enabled Solar System

4.4.1 Goal and Design

The haptic-enabled solar system introduces a basic concept of torque to elemen-

tary students. In addition, learners can gather specific information on space ob-

jects like planets and moons by verbally explanations from a virtual assistant

and explore their surface using our haptic device.

4.4.2 Implementation and Results

Our solar system are constructed virtually with the sun and eight planets rotat-

ing around the sun and itself. Users would visit these planets in a view mode

or a haptic mode. In the view mode, a close-up, constant view of the planet

is presented to learners so that they can visually observe detailed information

about each planet. In addition, if a student has a question about the planet,

he/she would use a headphone to communicate with the virtual assistant. For

example, a student would ask “How many moons does the earth have?”. Then,

the virtual assistant can answer “Our earth has one moon”.

In the haptic mode, we use our voxel-based 6-DOF haptic rendering imple-

mentation to convey force and torque feedback to learners. The planet is re-

garded as a sphere that the user can use a virtual haptic tool to rotate it and

explore its surface. The interaction force from learners causes the revolution

of the planets around its axis. In addition, if a student want to know what

is torque, Figure 4.6 is used to describe torque intuitively. We simply ex-

plain torque,τ equals the radius of the planet R multiplied by tangential force

Ftangential:

τ = R · Ftangential (4.8)

Figure 4.7 illustrates the haptic-enabled solar system using the WAM arm.
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Figure 4.6: Illustration of torque on a sphere by an interaction force

In addition, students can learn about torque by Archimedes experiment sub–

scenario that is a part of our haptic-enabled solar system. Inspired by Archimedes

quote “Give me a lever and a place to stand and I shall move the world” [1], an

Archimedes experiment scenario is designed to convey the concepts of torque

to learners. By using a haptic device, users would be able to move a virtual

cylinder. Then, the virtual cylinder can interact with the virtual lever to move

the Earth (as shown in Figure 4.8). The equilibrium state of the lever depends

on two interaction torques including a torque caused by gravitational force of

the Earth and a torque caused by interaction force between the virtual cylinder

and the virtual lever. We use our voxel-based 6-DOF haptic rendering imple-

mentation to render the force and torque feedback to users.
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Figure 4.7: Haptic-enabled Solar System.

Figure 4.8: Archimedes experiment scenario.

4.5 Haptic-enabled Kite Simulation

4.5.1 Goal and Design

In this scenario, we aim to teach students about forces exerting on a object. As

part of such effort, here, our scenario is designed to simulate a flying kite on an
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ideal environment. Students are able to use a haptic device to control the flying

kite. As learners can perceive the force and torque feedback in controlling the

kite, our system would explain to them how many forces act on a kite and how

a kite would fly.

4.5.2 Implementation and Results

NASA proposed a 2-D flying kite simulation known as KiteModeler for educa-

tional purposes [4]. The program allows students to change the shape, size and

materials of kites. Then, learners would know the stability of their designs.

Our flying kite scenario extends the theory of flying kites to 3-D simulation

where elementary students would control their kites using a haptic device. In

addition, the students would perceive the tension force and torque in the con-

trol line between the kite and a kite holder. First, a flying kite simulation is

presented. In the ideal environment, a flying kite is simulated as a dynamic

object. The forces acting on a kite include a gravitational force of the kite G,

the aerodynamic force from wind A , and the tension force T in the control

line (see Figure 4.9). An unique feature of our flying kite simulation is that a

kite is rotating around its pivot point instead of its center of mass. Therefore,

the orientation of a flying kite is independent to the tension force from users.

Derivation of kite geometry, forces and torques on a kite, balance of a kite are

described in [5]. In our implementation, we simply implemented a flying kite

as a rigid body. The Verlet integration algorithm was used to estimate the new

position and orientation of the kite:

S(G,A,T, τ,Y(t)) → Y(t+∆t) (4.9)

where Y(t) represents the state vector of the kite, τ represents the total

torque caused by the aerodynamic force and the gravitational force on a kite.

Secondly, the control line between the kite holder and a kite is simulated as a

virtual linear spring–damper system (as illustrated in Figure 4.10). The main
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Figure 4.9: Illustration of forces on a kite. The center of pressure is abbreviated
as CP. The center of gravity is abbreviated as CG.

reason of our implementation is to simply demonstrate the tension force and

torque to elementary students instead of realistic rendering. Thus, the force F

and torque τ exerting on users are defined as follows:

{
F = kl∆x− blv

τ = (p− COM)× F
(4.10)

where kl and bl represents the stiffness and damping constants of the lin-

ear spring and damper; ∆x and v represents the linear displacement and the

relative linear velocity between the kite holder and the kite; p represents the

position where the the force exerting on the kite holder and COM represents

the center of mass of the kite holder. Figure 4.11 shows our kite simulation

with the WAM arm device.
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Figure 4.10: Modelling a control line as a spring damper system.

4.6 Maze Park Scenario

The main goal of this scenario is to enable students to revise their understand-

ing of the above concepts in an entertaining way. A maze park is designed with

a virtual character. Users should use a keyboard to navigate the virtual char-

acter to get out the maze. Then, if the virtual character encounters a dead-end

region, our system asks a randomly selected question related to the knowledge

learned. For example, the system would ask “How many planets in our solar

system?”. Then, by using a microphone, the student would answer to the ques-

tion. The answer is recognized to determine whether it is true or false. If the

answer is wrong, the learner is not able to move their virtual characters to any-

where. A variety of questions are used to clarify the understanding and the

abilities of using English to answer. Figure 4.12 shows the maze park.
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Figure 4.11: Haptic-enabled kite simulation using WAM arm device.

Figure 4.12: Illustration of maze park for a quiz game.



Chapter 5
Discussion

The performance of our system depends on haptic rendering algorithms. The

implementation of the 6-DOF voxel-based method showed that the first issue

is the haptic update frequency which is inversely proportional to the number of

points in the pointshells. The reason for this is that at every haptic cycle, our

algorithm traverses the pointshell linearly (point by point) to determine the

contact between a voxel tree and the pointshell. The maximal number of points

that fits the computational power of our computer is approximately 8,000. The

haptic update frequency can be enhanced in many ways. First, McNeely et al.

[16] proposed to reply on temporal coherence to track and predict the status of

points in the pointshell to speed up collision detection. An alternative approach

is to use GPU to speed up collision detection.

In addition, another problem of our implementation is the stability of the

dynamic simulation for the virtual haptic tool. The problem can be improved by

utilizing a multi-rate approach [22]. By decoupling the collision detection from

haptic thread, the stability of the force and torque rendering can be greatly

improved.
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Chapter 6
Conclusion

In this thesis, a scientific English education system was developed by utiliz-

ing multimodal sensory feedback to contribute to better learning of physics and

English for elementary students. The concept of physics such as gravity law,

texture of objects, force and torque on a moving object, and the solar system

can be conveyed to students intuitively with haptic feedback. In English edu-

cation perspective, comparison sentences and superlatives; passive voices, and

adjectival descriptions can be taught intuitively in the gravity game and the

texture scenarios. To test the understanding of students, a quiz game was de-

signed and implemented in the maze park.

In all scenarios, learners would be able to communicate with our system with

a microphone to get more information about physics phenomena and English.

A student would ask a question related to these concepts. Then, all subsequent

explanations are given with visual and auditory feedback.

In addition, we exploited haptic force feedback rendering algorithm to en-

courage learners to be more involved in the learning process. In 3-DOF haptic

rendering, an image-based texture rendering method is used to render texture

objects. In addition, the force and torque feedback in 6-DOF haptic rendering

are utilized to demonstrate the concept of force and torque acting on a moving
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object through the solar sytem and the kite simulation scenario. The 6-DOF

voxel-based method is described in detail for all computation steps of includ-

ing: collision detection, collision response, rigid body simulation, and virtual

coupling.

In the future, we plan to help students perceive haptic feedback in different

subjects such as biology and chemistry. In addition, we plan to collect comments

about the system and accommodate them in order to upgrade the learning sce-

narios. Furthermore, we plan to conduct a formal human-subjects experiment

to validate the effectiveness of our system.
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